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Abstract. This paper presents a new approach to the description 

and analysis of complex man-machine systems, called Cognitive 

Systems Engineering. In contradi stinction to the tradi tional 

approaches to the study of man-machine systems (MMSs) which 

mainly operate on the physical and physiological level, CSE 

operates on the level of cognitive functions. Instead of 

v iewing an MMS as decomposable by mechanistic principles, CSE 

introduces the concept of a cognitive system: an adaptive 

system which functions using knowledge about itself and the 

environment in the planning and modification of actions. 

Operators are generally acknowledged to use a model of the 

system (machine) they are working with . But similarly the 

machine has an image of the operator , whether implicit or 

explicit. The designer of an MMS must recognize this, and 
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strive to obtain a match between the machine's image and user 

characteri stics on a cogni ti ve level, rather than just on a 

physical level. The paper gives a presentation of what cogni­

tive systems are, and of how CSE can contribute to the design 

of an MMS, from the cognitive task analysis to the final 

evaluation. 
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INTRODUCTION 

This paper describes a new approach to thinking about and 

designing Man-Machine Systems (MMSs). Technological devel­

opments, especially the breadth and depth of computer appli­

cations, have signi fi cantly increased the complexi ty of MMSs. 

Present knowledge of MMSs is insufficient to deal wi th the 

consequences of today's technological changes - to say nothing 

of what may lie ahead. This is because existing techniques only 

address MMSs at a physical or mechanical level (Note 1). The 

design of a properly functioning MMS requires a different kind 

of knowledge which describes the cognitive or mental functions 

of the MMS (Note 2). 

WHY IS A NEW AREA OF MAN-MACHINE STUDIES NECESSARY? 

The growth of computer applications has radically changed the 

nature of the man-machine interface. First, through increased 

automation, the nature of the human's task has shifted from an 

emphasis on perceptual-motor skills to an emphasis on cognitive 

activities (e.g., problem solving and decision making). In 

process control applications today, for example, the human 

element tends to focus on monitoring and supervisory behavior 

rather than the detailed control mechanics. Second, through the 

increasing sophistication of computer applications, the man­

-machine interface is gradually becoming the interaction of two 

cognitive systems. 

Ever since the introduction of machines into the production 

process, there has been a need to design a proper interface 

between man and machine. Because the early machines were an 

extension of man's physical functions, the MMSs were designed 

so that the machines could best compensate for the physical 
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deficiencies of man. The goal was to maximize the total output 

of the MMS, and 1 i ttle or no consideration was gi ven to the 

function of the MMS apart from this. The latest evolution of 

microelectronics created machines which extended the mental 

capabilities of man. This removed the operator further from the 

production process, so that instead of controlling a machine he 

now had to control a process - or to monitor a self-controlling 

process. Instead of interacting with a physical machine, he now 

had to interact wi th a cybernetic machine. The machine is no 

longer restricted to simple reactions to whatever the ope rator 

does, and to simple indications of its own condition. It is 

instead able to make use of information processing, hence 

perform very complex activities and communicate in a seemingly 

intelligent way (Note 3). To meet the challenges of this 

development requires knowledge not only about the physical 

functions of man, but also about his mental functions. In other 

words, the psychology of cogni tion must be appl ied to the 

description and design of MMSs. 

Traditional 

Ergonomics) 

cognitive 

approaches (Human Factors, Engineering Psychology, 

to the design of MMSs are unable to address the 

interface problems. First, engineering psychology 

focuses on the limi ts of human performance in the physical 

domain (Figure 1), not on cogni ti ve functions: for instance, 

can an operator reach a control (anthropometric limits), or see 

a display or read a label (sensory 1 imi ts). As a resul t, 

engineering psychology techniques and guidelines are designed 

to identify and correct violations of the operator's physical 

limits. For example, activity and link analyses are designed to 

determine how much physical activity is demanded of the 

operator or if related controls and displays are physically 

associated. Human engineering guidebooks (see Mallory et al. 

(Note 2) and MIL-STD-1472C) provide criteria for when the 

human's performance envelope is violated and tips on how to 

avoid these limits. While this is a necessary (and often under­

emphasized) step in interface desig:n, it does not and cannot 

address the problem of making man and machine work as an 

effective cognitive system. 
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Ftgure 1. Measuring human performance characteristics in the 

physical domain. 
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Second, traditional engineering psychology does not possess the 

tools, concepts and models, necessary to analyze and understand 

MMSs from a cognitive viewpoint. To be fair this is partly due 

to the dominance during the 1930s and 1940s of behaviorism 

which reduced the human to a black box and instead focussed on 

what could be observed as stimuli and responses. The typical 

meta-model underlying engineering psychology sees human infor­

mation processing as a linear series of fixed processing 

stages. However, the experience from real-life studies (e.g. 

Rasmussen & Jensen, 1974) corroborated by advances in cognitive 

psychology and in the design of "intelligent" computer systems 

have demonstrated that this approach is inadequate both theore­

tically and in real-world applications. (Allport, 1980; Holl­

nagel (Note 3); Kolers, 1979; Neisser, 1976; Norman & Bobrow, 

1976 all give criticisms of the linear stage meta-model of 

information processing, which is caricatured in Figure 2). A 

new view is emerging which describes human cognitive function­

ing as a recursive set of operations including both bottom-up 

or data-driven analysis, that is, analyses arising from infor­

mation which comes to the operator from the environment, and 

top-down or conceptually-driven analysis, that is, analyses 

which starts from information which the operator already has. 

(See Kubovy & Pomerantz , 1981; Norman & Bobrow, 1976; Palmer, 

1975.) This approach to human cognition brings several import­

ant features to the design of man-machine systems including an 

emphasi s on conceptually-driven behavi or and on methods of 

studying an individual's performance rather than the perform­

ance of a statistical composite (Rasmussen , 1976; Rasmussen & 
Lind, 1981). 

Technological developments alone have changed the nature of the 

man-machine interface from emphasizing man's physical tasks to 

emphasizing his cognitive tasks, and thereby made a purely 

technological approach to MMSs obsolete. The costs and conse­

quences of ignoring the cognitive functions of MMSs are noted 

in technology failures daily (we need only mention the Three 

Mile Island accident). As a result a new approach is necessary 

which will apply and further develop the techniques and 

knowledge base of cognitive psycho logy to the design of MMSs. 
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Thi s area of man-machine studies we call Cogni ti ve Systems 

Engineering. Our reasons for choosing the term cognitive 

systems engineering will be clear from the following parts of 

the paper. Related efforts to deal with some of the same basic 

problems have been described by names as Knowledge Engineering 

(Feigenbaum, 1978), Cognitive Reliability (Halpin et al., 

1973), Cognitive Factors (Reisner, 1981), Cognitive Engineering 

(Norman, Note 4), Cognitive Ergonomics (S ime & Fitter, 1978), 

and others. 

COGNITIVE SYSTEMS ENGINEERING 

As the subtitle indicates, cognitive systems engineering (CSE) 

is more than a reformulati on of old ideas. The changes in the 

technological environment have created a demand for thinking 

about the man-machine relati onship in a fresh way. A new 

interdisciplinary synthesis is required to meet this challenge . 

The central tenet of CSE is that an MMS needs to be conceived, 

designed, analyzed and evaluated in terms of a cogni ti ve sys­

tem. Like the Gestalt principle in psychology, an MMS is not 

merely the sum of its parts, human and machine. The confi­

guration or organization of man and machine components is a 

critical determinate of the outcome or output of the system as 

a whole. 

The Limitations of the Logic of Design 

A machine designer works fr om a model that describes a porti on 

of the physical world. However, the same designer will attempt 

to build a man-machine interface wi thout a proper model that 

describes the relevant portion of the psychological world. One 

mission for CSE is to provide the designer wi th a realistic 
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Figure 2 . Caricature of the traditional linear stage model 

of human information processing (adapted from Neis­

ser, 1976) . 
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model of how the human functions cognitively. It is essential 

to acknowledge that the models that describe the physical and 

the psychological worlds are not the same. Rules of logic 

describe the behaviour of the physical world, but human 

behavior is not necessarily based on an analogous rational 

mechanism although thinking acc o rding to the rules of l ogic is 

regarded as the ideal. The failure to recognize this charac ­

terizes practically every attempt to make a formal description 

of a part of human activi ty. One notable example of that is 

decision theory, where the normative decision theory has 

produced an explicit description of the rational decision maker 

the so-called homo economicu s (cf. Edwards, 1954 & 1961). 

However, it i s also realized that the human decision maker 

fails to comply wi th the i deal ized rational decision maker 

(e.g. March & Simon, 1958), and several attempts at providing a 

more realistic decision theory have been made (e.g . Janis & 

Mann, 1977) . It is simply that man functions according to 

a psycho-logic rather than to a logic. This means that the way 

in which humans go about making decisions, solving problems, 

thinking logically, making diagnoses, etc . can be described by 

rules and principles developed by psychology, rather than by 

the rules of logic, (e . g . Rasmussen & Jensen, 1974 ) . It is a 

basic truth that man does not think as a cal culus ratiocinator 

would - which is one reason why philosophers and logicians have 

strived to construct one for ages. And the designer of an MMS 

must acknowledge that. The image of the ope rat or should not be 

of a calculus ratiocinator, but rather of a person - a whole 

person and not just an information processor. A similar 

argument can be made with regard to perception, where the 

pitfall is that the description is given in terms of physics 

rather than psycho-phys i cs (e . g. Kubovy & Pomerantz, 1981 ; 

Runeson, 1977) . 

It is qui te ironi c 

that the perceptual 

that engineering 

capaci ty of the 

psychology has accepted 

operator is limited and 

that there are many cases where it is deficient, when at the 

same time very little considerat i on is given to how the 

operator deals with the information once he has gotten ho ld of 

it. The designer apparently assumes that the interface to the 
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operator i s frail, but that oth e rwise the operator functi on s as 

a perfec t l ogical i nfo rmat i on processing system. CSE is a 

a t temp t to change that vi ew , and to provide the des igner with a 

realistic p r oto typi ca l image of how the operator functions 

cognitively . 

The Whole and the Parts of an MMS 

We all know that we may describe a system as a whole or as a 

collection of parts, and generally agree with the maxim that 

the whole i s more than the sum of the par ts . Yet a s soon as we 

turn from the world of words to the wor ld of things, we act as 

i f the whole was n othing mo re than t h e sum of the parts . That, 

at least, seems to be the principle embrac ed by the majority of 

analyses and des ign s which are made of complex systems . In the 

case of training, for ins tance , the complet e performanc.:: is 

often divided into smaller parts , segments o r bas i c functions . 

The training is then carried out VIi th respect to the basic 

func t ions and to certai n comb inat ion s ;J f them, wi th 1 i t tl e 

th ought of giving the trainee the ove rall v iew. The integration 

of the perfo rmance into a whole is l eft to the operator . This 

is an attitude which reflects the ide as o f Scientific Manage ­

ment ( Tayl or , 1911) as well as the phys i calis ti c approach 

j_nherent in the empiristic traditi on. Traini ng is , of course , 

not the only exampl e of it. I t is rathe r c haracteri s t i c of the 

general attitude to design of MMSs . 

One reason fo r this may be t ha t in designing a machine , it is 

justifiable to assume that t h e whole is the sum of the parts . 

But when dealing with a system whi c h includes human be i ngs , o r 

generally dealing wi t h the so- call ed exce edingly complex sys ­

tems (Beer, 1964 ) where the dete rmini st i c analysi s canno t b e 

carried out, this assumption is no l onge r valid. 

It is, of course , quite reas on'3.ble to consider the separate 

functi ons of an MMS in detail. Howeve r, one sh ould ne ve r forget 

that they occur against a backg r ound o f the tot a l fun ct ioning 
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of the system. And when the various functions or tasks have to 

be distributed among the machine and the operator, it is 

insufficient to make an a priori assignment. Particularly so 

when the criterion appears to be that the machine must 

compensate for the deficiencies of man, i.e. a simple extension 

of the principle behind tradi tional human engineering . Take, 

for instance, an MMS where 95% of the functions can be 

automated. It is obvious that the system as a whole wil l 

function differently when the distribution of tasks between the 

machine and the operator is 95%/5% and e.g . 80%/20% the 

latter alternative not necessarily being less efficient than 

the former. Boredom and stress, for instance, are aspects of 

the operator's function which are influenced by the distri­

bution of tasks in the system. And the optimal distribution may 

easily vary from situation to situation. Cons e quently, the 

design of the system should permit a certain lattitude in the 

distribution of tasks (e.g. Rouse, 1977; Vaughan & Mavor, 

1972), as it well may if the MMS is conceived of as a cognitive 

system. The virtue of CSE is that the MMS is thought of as 

adaptive, and that the goal is to improve the function of the 

system as a whole, rather than to replace as many as possible 

of the operator's functions. The operator may eventually be 

found to be bad at any kind of work which can be described 

algori thmically. But that does not mean that a simple substi­

tution of him with a machine will improve the function of the 

total system. 

The question of man-machine allocation is an important example 

of the traditional view of MMSs as merely a collection of inde­

pendent parts. The task universe is seen as a closed space 

where sub-tasks are identified and then allocated to man or 

machine until the space is filled (see Kisner et al., (Note 5) 

for an example). This approach assumes that overall system 

performance is a 

sub-task. However, 

changes the nature 

linear function of performance on each 

changing task allocation qualitatively 

of the man-machine interface because it 

transforms the underlying cognitive system, 

necessarily affects overall system performance. 

and therefore 
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First, an operator's ability to detect failures in a dynamic 

system is a nonlinear function of the architecture of man and 

machine tasks, e.g., whether the operator is an active element 

in the control loop or functions as a monitor or supervisor of 

system operation (Ephrath & Young, 1981). The operator detects 

failures better when he participates in system control as 

opposed to functioning only as a monitor, if workload is low. 

When workload is high, the relationship is reversed. 

Second, an evaluation of the human element in the Hoogovens 

steel plant (Hoogovens Report, (Note 6)) found that the 

operator's cognitive tasks changed drastically following large 

scale automation of the steel milling process. The report 

(op.cit., p. 14) observed that: 

The need for the operator to intervene directly in the 

process is much reduced, but the requirements to evaluate 

information and supervise complex systems is higher. 

Yet the machine designers did not take this change into account 

to the detriment of the total systems performance. The system 

either functioned automatically or passed control of the 

process to the operator (manual operation). There were no means 

for or support of the operator's new role as supervisor of an 

automatic system. In other words, there was an impoverished 

"cognitive coupling" (Fitter & Sime, 1980 ) between man and 

machine. Both of these examples demonstrate that an effective 

archi tecture of the MMS cannot be buil t when the view of the 

MMS as a cognitive system is ignored. 

A third example, which illustrates the breadth of application 

of the concept of cogni ti ve systems, comes from a study of 

visual display terminal (VDT) operations. Smith et al. (1981) 

studied the effects of viewing VDTs on user health complaints 

and stress levels. They found that "the stress problems ... are 

not solely related to the VDT viewing, but are related to the 

whole VDT work system" (p.398). Thus, VDT operation did not 

affect users directly, but rather indirectly through changes in 
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job content . The micro-characteristics of VDTs, while a signi ­

ficant factor, were of secondary infl uence on the user; the 

primary impact came from the requirements the computer system 

structure imposed on the user. For clerical workers. VDT use 

had a negative impact because the man-computer system increased 

boredom, made jobs more machine-paced, and decreased user 

control over their work process . In other words, Smith et al. 

found that the nature of the man-computer system as a cogni ­

tive system was the primary influence on the user. This example 

shows that data content, organization, and display techniques 

are not the only factors that influe nce the cognitive structure 

of a man-machine system. Job content, motivation, group inter­

action etc. are equally important. 

One consequence of the traditional view of an MMS as merely the 

sum of component tasks is that when errors occu r in human 

performance, designers often respond by automating that parti­

cular task or by adding a nevi piece of machinery to help the 

human perform better on this particular pOint . Either way the 

designer assumes that human performance errors are an intrinsic 

property of the human element and that the solution lies in 

isolating a specific function and make it easier for the 

operator to do it - or relieve him of it completely . However, 

from the cogni tive systems viewpoint , this is an incorrect 

approach . First, the particular errors may be reduced, but 

other errors will occur because the total effect of the changes 

on the underlying cogni ti ve system has not been considered . 

Second, human performance problems are usually a symptom of 

poor interface design. This is because the machine design 

requires that the operator functions in ways that are adapted 

to the machine (cf. Taylor & Garvey, 1959). As Norman (Note 7, 

p. 39) remarked "forcing people to interact on the machine I s 

terms is not only inconvenient - more importantly, because it 

is an unnatural mode of interaction, it is a primary cause of 

human error." 

For example, performance problems such as the "getting lost" 

phenomena (in multiple display man-computer systems) are often 

attributed to human short-term memory limitations (Robertson et 
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al., 1981). A typical solution to these problems is to provide 

memory aids for the user. However, memory limitations are not 

the cause of the "getting lost" phenomena; they are merely 

symptoms. Users get lost in complex multiple display nets 

because the characteristics of the human cognitive system have 

not been taken into account in system design (Woods, Note 8) . 

The above examples illustrate the 

studying MMSs from a CSE viewpoint . 

characteristics of a cognitive system? 

WHAT IS A COGNITIVE SYSTEM? 

potential usefulness of 

But what exactly are the 

A cognitive system produces "intelligent action!!, that is, its 

behavior is goal oriented, based on symbol manipulation and 

uses knowledge of the world (heuristic knowledge) for guidance . 

Fur thermore, a cognitive system is adaptive and able to view a 

problem in more than one way. A cognitive system operates using 

knowledge about itself and the environment, in the sense that 

it is able to plan and modify its actions on the basis of that 

knowledge. It is thus not only data driven, but also concept 

driven. Man is obviously a cognitive system. Machines are, 

potentially if not actually, cognitive systems. An MMS regarded 

as a whole is definitely a cognitive system. 

One important idea in cognitive psychology and cognitive 

science is that the concept driven behavior characteristic of 

intelligent action is produced by means of an internal model or 

representation of the envi ronment (Johnson-Laird, 1980; Moray 

(Note 9); Rasmussen, 1976). This model is used for planning and 

decision making, for formulating messages to be sent, and for 

interpreting messages received. In relation to the human part 

of an MMS it is often assumed that they possess a model of the 

system they are working with, and that their perception of the 

system as well as their thinking about it is based on (or 

biased by) their model of the system . 
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The concept of internal models is far from new. It has been 

used in relation to the Whorfian hypothesis of linguistic 

relativity (von Bertalanffy, 1955), to cybernetics (MacKay, 

1951 & 1968; Maturana & Varela, 1980), to teaching (Pask, 1970, 

1976; Pask & Scott, 1973) and to the analys is of communication 

in social systems (Braten, 1973; Braten & Norlen, 1975). To say 

nothing of the hypothesis about how even the lowly rat is 

capable of constructing and utilizing internal representat ions 

to solve problems rather than just using trial and error 

(Tolman, 1948). In the fi eld of MMSs, the power of internal 

models has often been noted ( Ambr ozy, 1971; Conant & Ashby, 

1970; Hollnagel, 1978 ; Rasmussen, 1976; Veldhuyzen & Stassen , 

1977). As already Craik (1943, p.61) remarked: 

If the organism carries a "small-scale model" of external 

reality and of its possible actions within its head, it is 

able to tryout various alternatives, conclude which is 

the best of them, react to future situations before they 

arise, utilize the knowledge of past events in dealing 

with the present and the future, and in every way to re ac t 

in a much fuller, safer, and more competent manner to the 

emergencies which face it. 

It seems a logical extension of this idea to say that an 

expl ici tly designed artefact may also have a model of its 

Based 

of 

t hat 

on 

the 

de-

environment, and in particular of its operator. 

training, experience, instructions, and the nature 

interface, the operator develops an internal model 

scribes the operation and function of the machine. Similarly, 

a model of designers build into artificial systems (machines) 

the user's characteristics although they may not always fully 

realize that. To distinguish these two models we will refer to 

the former as the operator's model of the machine and to the 

latter as the machine's image o f the operator (Note 4). 

There are several levels to the system's image of the user. 

First, a machine may possess an image of the physical charac­

teristics of the user. For example, a guitar assumes a user who 
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is right-handed, who has a certain number of fingers and a 

given muscular strength. In this example the image of the user 

is not explicitly stated but is implied by the way in which the 

machine functions. 

On a second level, machines a lso mak e assumptions about the 

operator's cognitive processing capacity . A typical e xample is 

that a machine's configuration makes assumptions about h ow much 

data the operator can remember. The system designers in the 

Smith et al. study made an unconscious , implicit assumption 

that user performance was invariant ove r a variety of job 

content factors (level of boredom, externally-paced versus 

self-paced work, and level of user control over the work 

process). All systems invariably assume something of the user's 

cognitive functioning. Unfortunately, the system's image of the 

user at this level is virtually never explic itly designed to 

enhance the joint function of man and machine. Rather, like the 

guitar example, the system ' s image of the user is only implied 

or buried in the characteristics and functions of the machine. 

This is especially t rue in complex systems where a number of 

the system's components that affect the user are designed 

independently. For example in process control, a variety of 

instrumentation systems, training programs, procedures, and 

personnel are all components of the total operational system; 

yet cross talk among these components can be low to non­

-exis tent . Viewing the total operational system as a cognitive 

system (for instance, what are the problem solving or decision 

making tasks which must be accomplished in order to handle 

abnormal events) provides a mechanism to integrate all of the 

cont r ol resources - people, facilities, instrumentation, proce­

dures, and training into a coordinated system (Rasmus sen, 

1980a; Woods, Note 10) . 

Mismatches between man and machine are often the result of the 

designer's failure to explicitly address the demands a sys tem 

places on the human element . Engineering psychology has t radi­

tionally attempted to produce a match between the system's 

image and the user on a physical level. One goal of CSE is to 
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provide designers with the tools necessary to produce a match 

between the system's image and user c haracteristics o n a mental 

or cognitive l eve l. 

There can be a third level to a system's image of the user. 

When the machine is also a cognitive system (or mimics func­

tions of the human cognitive system, as for example , decision 

aids or disturbance analysis systems), the machine domain 

assumes an image of how two cognitive systems interact in 

addition to an image of the user 's cognitive processing skil ls 

and limitations. For example, Fitter & Sime (1980 , p.64), 

discussing the design of computer decision systems, suggest 

that: 

A need exists for improved "cogni tive coupling", based on 

a genuine dialogue between the decision-maker and decision 

aid. It is necessary for complex automata to be able to 

explain their own behavior in terms readil y understandab le 

to the decision-maker. This is best achieved by attempting 

to inc orporat e the user's model of the d ec ision process 

into the program model. 

Ul timately the system's image should not only be exp lici tly 

matched to the user's cognitive characteristics, but it should 

also be dynamic as appropriate. This is because a user may 

change over time (an increase in job experience), because the 

nature of the user's task may change dynamically (in process 

control, the transi tion from normal to emergency operations), 

and because there may be different populations of users 

(programmers versus executives). Examples of dynamic system 

images range from the simple automatic suppression of back­

ground data for experienced users, to the visionary, a com­

puterized decision aid able to recognize and support different 

user faults identification strategies. 

For the present MMSs this may appear to be o f minor interest, 

but it should be noted that several such machines have been 

designed in Artificial Intelligence, e.g. the PURR-PUSS 
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(Andrea, 1979) and the Grundy system (Rich, 1979). And CSE 

certainly has to take this seriously. The goal for design in 

MMSs should be to make the interaction between the operator and 

the machine as smooth and efficient as the interaction between 

two persons. But it is an essential part of human communication 

that each participant is able continuously to modify his model 

of the other. 

LEVELS OF DESCRIPTION IN MMSs 

We have now characterized CSE and also described what is meant 

by a cogni ti ve system. As the domain is MMSs it is necessary 

also to restate briefly how CSE fi ts together wi th the other 

types of description which can be given of an MMS. 

One point of view of MMSs is the purely technical, which 

describes the physical structure of the MMS. Another is the 

functional, concerned wi th what may be called the functional 

structure (cf . Rasmussen, 1979). Yet another is the general 

systems point of view. And still another is the description of 

the interaction between the operator and the machine, including 

a description of the operator as such (Note 5) . 

Descriptions of this interaction have generally been restricted 

to the physical and physiological levels. The first is exempli­

fied by the anthropometrical guidelines for design of MMSs 

(e.g. NASA, 1978). The second by traditional human engineering, 

i. e. descriptions of perception and discrimination, span of 

attention, power-ergonomics, design of work-space, etc . In 

recent years this has been extended to cover behavioral aspects 

although the operator is, at best, considered to be a compli­

cated and quite reliable automaton, the performance of which 

can be prescribed in minute detail, to fi t into the larger 

pattern of the function of the MMS. 
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However, it is obvious that the operator is a thinking person 

and not an automaton. For instance, he not only has t o react or 

respond, but also to make decisions. And these may, especially 

in so-called cri tical si tuations, be radically different from 

what the designer had in mind to the extent that the 

si tuation has been anticipated at all. Using the distinction 

between skill-based, rule-based, and knowledge-based behavior 

(Rasmussen, 1979) descriptions of operators are generally kept 

to the level of skills. This may be the most fr equent type of 

activity from a statistical point of view, but it is not the 

most important. It is prec i sely the cases whe re the operfJ.to r 

must resort to rule-based and knowledge-based behavior that a 

description of the MMS function becomes interest ing - and it is 

also the situations where current knowledge fails. We simply do 

not know enough about it, and the little that we know has 

rarely been formulated in a way that is relevant f o r MMSs (cf . 

e.g. Moray, 1981). 

The design of MMSs thus generally fails to c onsider the 

behavi oral aspects o f the operator, especially the me ntal or 

cognitive functioning. We have claimed that the design of MMSs 

should consider both the machine and the operator as cognit ive 

systems. And one of the purposes of CSE is to make the 

machine's image more explicit and intentional. Since the 

adequacy of thi s image is cruc ial for the funct i oni ng of the 

system, it is rational to try to make this image as conspicuous 

as possible for the designer, and to provide him with concepts 

and methods for handling it. 

HOW ARE COGNITIVE SYSTEMS ENGINEERED? 

Engineerj.ng a cogni ti ve system revolves around, fi rst, coor­

dinating the system's image of the user with the relevant 

aspects of the operator's cognitive functioning for the parti­

cular application and, second, coordinating the operator's 



- 22 -

model of the system with the actual properties of the system. 

The former is dealt with by the design, the latter normally by 

instruction and training. Figure 3 is a schematic of how these 

goals can be met by incorporating cognitive systems engineering 

into the MMS design process. 

Cognitive Task Analysis 

First, cognitive analysis is needed to understand the cognitive 

activi ties required of the MMS and to fashion those require­

ments into a state that matches both the technical demands of 

the application and the operator's functional characteristics 

in the cognitive domain. 

There are many examples of research which identifies user 

cognitive activities in MMSs. Rasmussen & Jensen (1974) studied 

the mental procedures used by electronics repairmen in their 

normal working environment. Woods, Wise & Hanes (1981) and Pew, 

Miller & Feeher (1981) developed a data base on nuclear power 

plant operator decision behavior during emergency operations . 

Hollnagel (Note 11) developed descriptions of operator ' s mental 

model of the control relationships among power plant systems 

(Figure 4). Duncan (1981) and Hunt & Rouse (1981) studied the 

diagnostic behavior of chemical process control operators and 

aerospace maintenance workers, respectively, in order to de­

velop better ways to train diagnostic skill . Norman (Note 7 & 
1981) and Reason (1975, 1976, 1977, 1979) have developed 

categorizations of human errors based on analyzing the underly­

ing processing mechani sms cf. also Rasmussen, 1980b. Brooks 

(1977) and Green (1980) studied ways of using knowledge of the 

programmer's cognitive activities in the design of more effec ­

tive computer languages. Card & Mocan (1980) performed cogni­

tive task analysis of computer text - editing . 

One powerful example of the potential of cogni tive task ana­

lysis is Rasmussen's work (1981) identifying process control 

operator 's diagnostic strategies based on studies of fault 

finding behavior. One of several diagnostic search strategies 
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identified by Rasmussen is called topographic search. Topogra­

phic search is performed by a good/bad mapping of the system 

against normal or reference conditions through which the extent 

of the potentially "bad" field is gradually narrowed down until 

the problem area is identified. For effective topographic 

search, an operator utilizes: 

- a model of the structure of the system to guide the search; 

the model varies in level og abstraction ( physical components 

to functional relationships) depending on the specific goals; 

- tactical search rules or heuristics; 

- a model of the normal operating state of the system; 

- relationships among data rather than just the magni tude of 

variables. 

However, nuclear power plant control rooms do not presently 

support these needs: 

- there is only one level of representation of plant state; the 

operator must construct other levels mentally; 

there is no explicit training or instructi ons on how to 

diagnose problems; only the spec ifi c signs assoc ia ted wi th 

specific failures are provided; 

- there are few indications of normal states, particularly 

under dynamic condi tions (e . g ., what is a normal reactor 

trip); the operator must rely on his memory of reference 

states; 

- the one measurement - one indicator d isplay philosophy does 

not show relationships between data; the operator must 

integrate data mentally. 

The resul t is a mismatch between the demand for an efficient 

diagnosis and the characteristics of the interface, and an 
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increase of the operator's mental workload wi th a concomi tant 

increase in the possibilities for errors. The man-machine 

interface can only be built to support the operator's cognitive 

act i vi ties if these activi ties are understood. The resul ts of 

cogni tive task analysis is continued in system task descrip­

tions of how the system's characteristics will support the 

operator's functions as well as the technical demands of the 

jOint MMS. 

Man - Machine Principles 

Another part of the cognitive systems engineering process 

(Figure 3) is man-machine principles which describe how charac­

teristics of the interface affect or interact with the user's 

cognitive functioning. These concepts are called principles 

because they are not themselved guidelines that can be directly 

applied; rather they act as meta- guidelines which allow the 

designer to derive the specific guidelines to incorporate in 

the design . The principles help specify the MMS goals and the 

guidelines are derived as a mean to reach those goals. 

One example of a principle is the relationship between field of 

attention and level of abstraction in human cognition (Good­

stein & Rasmussen, (Note 12); Rasmussen & Lind, 1981, cf . 

Figure 5) . The point is that there are different levels of 

representat i on of a process that vary in level of abstraction 

(physical components physical architecture functional 

relationships operational goals) and field of attention 

(component specific to plant wide) . Different tasks typically 

require different views of the process. While the concept of 

leve l s of representation must be incorporated into successful 

MMSs, the means of implemention are not prescribed. One 

technique (Goodstein, Note 13) is to provide a recursive set of 

displays at three levels goals, functions, and physical 

systems or components. Each of these levels of displays is in 

turn represented in terms of goals, functions and physical 

systems. For example, in a nuclear power plant the safety goal 
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is to maintain barriers to radioactive release. There are 

certain functions that are necessary and physical systems which 

support those functions in order to maintain the barriers. 

Similarly, a particular function, say primary loop circulation, 

can be taken as the goal of a lower level display which is turn 

requires that certain functions be met (e.g., seal flow, pumps 

on) and for which there are various physical components which 

support each function. 

There may be other successful ways to incorporate this and 

other principles into an interface depending on the entire set 

of goals to be achieved. In all cases, the specific guidelines 

are derived as means for building the man-machine concepts 

specified in the principles into a design. 

Evaluating the Suggested Design 

The resul t of the design process is a suggested design or an 

implementation of the model system. But too often the design 

process ends here. eSE, on the other hand, expl ici tly recog­

nized the need for an evaluation of the design, since it is the 

actual rather than the expected or anticipated consequences of 

the design which are of importance. 

Evaluation a design may take place on several different levels. 

One type of evaluation is the verification of the design, which 

essentially is a check of whether the model implementation 

meets the goals set up in the system task description. Woods & 
Eastman, (Note 14) is an example of a system design where task 

descriptions were used to perform this kind of evaluation. 

Another type of evaluation is concerned wi th the validi ty of 

the design. The two most important types of validi ty are the 

content validity, which is concerned with the similarity 

between the test conditions and the actual conditions, and the 

empirical validity, which is concerned with the match between 

the experimental results and the actual results. A more 
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penetrating discussion of these matters by be found in Holl ­

nagel, 1981a & b . A schematic representation of the vartous 

aspe cts of the evaluation is shown in Figure 6 . The evaluation 

of a design may, of course, al so serve as a part of the 

cognitive task analysis for future designs . For example, Woods 

et al ., (Note 15) developed a data base on power plant 

operator's behavior in emergencies while testing the effective­

ness of a new computerized operator aid . The process outlined 

in Figure 3 has been successfully (al though imperfectly) used 

in the design of a compute r operator aid for nuclear power 

plant control rooms (Li ttle & Woods, Note 16; Woods et al . , 

1981 & Note 15). 

FUTURE TASKS FOR COGNITIVE SYSTEMS ENGINEERING 

It is characteristic for the behavioral sciences, including the 

study of MMSs, that their development has been shaped more by 

external events than by an internal cumulation of knowledge . 

The development is therefore not continuous but rather takes 

place in jumps - which not always are jumps forward. This is 

shown r ather dramatica l ly by the very way in which Human 

Factors Engineering started in the 1940' s. The basis was the 

demands created by the technological development that took 

place during WW2. This accentuated the need for knowledge about 

MMSs, and al though it was not the historical beginning of the 

field (which goes back to the earl y days of the industrial 

revolution), it at least marked an important turning point. 

Another important jump was based on the American space program . 

And at present we are facing the need for a new kind of 

knowledge about MMSs, which we refer to as Cogni ti ve Systems 

Engineering. This need has come about both by the rapid 

evolution of machines which are on the verge of becoming 

intelligent, as well as 

the Three Mile Island 

by the occurrence of certain events, 

accident for instance, which have 



I , 
I 
I 
I 
I 

.~ I 

.~ I 
tl 

Q) 

>1 

I 
I 
I 
\ 

/ 

\ 

"IDEA" or 

~ET OF CONCEPTS 

- 3 0 -

MMS DESIGN --____ _ 

(Model System 

Implementation) 

EXPERIMENTAL OBJECT SYSTEM 

EVALUATION ~------~ IMPLEMENTATION 
Content Validity 

" EXPERIMENTAL EMPIRICAL 

~ RESULTS ~----- ~ RESULTS 
Empirical validity 

Figure 6 . The r e l ation betwee n va l idi ty a n d ve r if i cation i n 

exper i mental evaluat i on (adap t e d from Hol lnage l, 

1 98 1b) . 



- 31 -

demonstrated the deficiency of our present knowledge of MMSs. A 

jump is therefore required, and in this paper we have tried to 

describe the direction this jump must take. 

If the designer is to build an interface compatible with human 

cognitive characteristics rather than force the human to adapt 

to the machine, he must be provided with a clear description of 

these and wi th tools and principles that allow him to adapt 

machine properties to the human. Cognitive systems engineering 

must develop methods for cognitive task analysis to identify 

the operator I s model of a system, must provide the designer 

wi th data on characteristics of human cogni tion, and must 

provide the tools to build machines wi th explici t and appro­

priate images of the user. While significant step s to meet 

these goals have been taken in the past few years, considerable 

research work is needed. This new area of man-machine study is 

possible because of developments in cognitive psychology, 

cognitive science, and related disciplines. There ex ists a 

growing body of knowledge and techniques about cognitive 

function to apply to real - world situations. In addition, 

technological developments are creating a need for understand­

ing the cognitive function of MMSs. Produci ng a physical match 

between man and machine is no longer sufficient for effective 

man-machine function. The characteristics of man as a cognitive 

system, primarily his adaptability, should not be used as a 

buffer for bad designs, but rather as beacon for good designs . 
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NOTES TO THE TEXT 

Note 1: The physicalistic fallacy characterizes not only the 

knowledge about MMSs, but the knowledge in behavioral 

sciences generally. By saying that this knowledge is of 

a physicalistic nature we mean that it is modelled on 

the Natural Sciences, hence assumes that man can be 

described consistently and adequately in a similar way. 

This is, however, an untenable assumption, cf. the more 

thorough discussion in Hollnagel (Note 1). 

Note 2: It would be more proper to talk about the psycholo­

gical functioning of the operator, since cognition is 

only part of that. Such factors as motives, emotions , 

affects, attitudes, aspirations, etc., are obviously 

important in shaping the performance of the operator . 

In order to minimize the confusion we shall talk only 

about the cogni ti ve functioning of the operator, but 

the reader must remember that this is used as generic 

term for all the mental proc esses, and not just for 

those which are within the domain of rational think ing. 

Note 3: We do not at this point want to enter a discussion of 

whether machines as such can be intelligent, since this 

rapidly leads into a quagmire of unresolved philo­

sophical controversies. We simply want to state that 

from the point of view of the so-called naive observer 

- a person not concerned with philosophical or episte ­

mological problems - the machines of today appear to be 

able to behave in an intelligent way as that word is 

normally used. And we simply have to acknowledge the 

fact that in a specific context a person may treat a 

machine as if it was intelligent, cf. e.g., McCorduck, 

1979 and Weizenbaum, 1976. 
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Note 4: As used here, the terms are 

usage suggested by Norman 

in disagreement wi th the 

(Note 4). He calls the 

operator's model of the machine for a System Image, 

while the corresponding model of the operator is called 

the Model of the User. This Model of the User is , 

however, specified as a model of the information 

processing structures of the user, i.e. essentially a 

model of the assumed cognitive mechanisms . But the 

machine's image of the operato r need not contain a 

specification o f his information processing system, 

since this is just one way of looking at the ope r ator . 

We have chosen to use the term "image" to refer to the 

system's model of the user because image connotes a 

built-in, fixed characteristic . The term "model" is 

used to refer to the user's mental model of the system 

because the user's model can change as a function of 

experience, training, and the characteristics of the 

system interface. 

Note 5: In addition to these points of view, further instances 

may be given once the exact nature of the MMS is known . 

If, for instance, it is a nuclear power plant, descrip­

tions of the system wi th respect to e. g ., radiation, 

risk analysis, economy, public attitudes, etc ., become 

important as separate pOints of view . Al though both 

authors have worked mainly with nuclear MMSs, we do not 

want to restrict the idea of CSE to that, hence try to 

avoid specific refere nces in the text . 
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