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The organizers have provided us with a bhoth stimulating
and irritating List of questions rebating to the topiec of
the conference: Human Error. My first intention was to try
to answer the gquestions one by one, or at Least qgroup hy
group. However, after some consideration it appeared to me
that the guestions contained an important bias, and that it
was necessary to discuss this before trying to answer the
gquestions.

The bhias that Tt find 1is the assumption that therc
exists something caltled 'Human Error' about which meaningful

questions can be posed : and answered! "Human Error'
thereby gets the status of a conecrete phenomenon as, for
instance, decision making. It is, however, obviocus that

"Human Error' does not refer to something observable, in the
csame sense ags decision making does.

becision making iz an  example of a function on the
psychological level. It can be used to denote the activity
of making a decision as well as the covert function bhehind
action. In the first sense 1t js observable in an everyday
meaning of the term. In the tatter it may have to be
inferred from observed behavigr, but the inferences need not
be very elaborate. And in both cases it is regarded as a
function. As a rule I witll assume that functions, such as
decision making, can he detected or seen in  a
straightforward way by an observer - although they may not
be directly observable from & more stringent philosophical
point of view.

"Human Error' is, however, not a function, but a cause
(or, to be precise: an assumed cauze), We can use the term
in a functional sense, as when we say that someone 1s making
a mistake or an error. But in neither <case 11s the 'Human
Error' an activity, nor the result of an intention. It 1s
simply a contradiction of any reasonable definition to say
that a person can make an error 1intenticonally. Accordingly,
it would be meaningless teo call it a functien.
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It may be argued that 'Human Error' characterizes the
outcome of an action rather than the cause. Buf classifying
an outcome as a ‘Human Error' is a misuse of the
terminology. What ig meant is rather that the outcome was
caused by a '"Human Errer'. Neither can the 'Human Error' be
the astivity that leads to the outcome. We cannot classify
an activity as being a ‘'Huwan Error’, since that would
assume that making the error was intentional. As that is not
the «c¢ase, it will be more correct to ctassify the activity
as a failure to accomplish the intended outcome.

Beling a cause, 'Human Error' must be inferred from
ebservatiens rather than observed directly. Other examples
of such non-abservables are goal', ‘memory', etc.
Cansequently we must specify the observations from which the
inferences are made. These observations will normally be
about a particutar performance or segment of a performance.
We may observe the performance of an operater, classify it
as being incorrect, and determine the cause to be a  'Human
Error', But in no case c¢an we observe the 'Human Error!
diregtly.

Since ‘'Human Error' 18 inferred, 1t is not necessarily
unique. Another way of saying this is by neting that "Human
Error' de  just onc explanation out of several possible for
an observed performance (or more preciszely, a part of an
actual performance description, cf. Hollnagel et al., 1981).
The analysis is normally carried just far enough to find a
ptausible explanation. If an explanation, uwuhich refers te¢
the technological parts of the system, cannet ke found the
category 'Human Error' iz normally wused (cf. Rasmussen,
1981, It iz onlky when the analysis ig carried beyond this
point that we may realize that apn explanation imn terms of
"Human Error' iz insufficient,

I am not  gsaying 1hiz to begin a phitesophical
discussion. The point I want to make is that we shouid start
with an analyszis of the empirical data we have, and from

that derive what 'Human Error! dis5. I will fTpry to do seo in
the following, using a functional analysie based on syastems
theory.

Since my major source of experience is operators in
control of a complex process (3 nuclear power plantd, T witl
assume that the system we deal with i¢ a Man-Machine System
(MMS) that functions as a process control system. By an MMS
I mean a system that 1¢ composed of one or mere operators
and one or more machines f(usually computers) that are
designed to support the control of the process. CA
garticular example of this apprgsch is the Cogmitive Systems
Fngincering, cf. Hollnagel & Wouds, 1983.) In the following,
I will address the six groups of guestions, although in a
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different order than presented by the organiazers.
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When the performance of an MMS is being observed (and
evaluated) a mismateh may be detected between the actual and
the intended system states, or betuwcen lhe achieved resutts
and the goat. The detection of this mismatch presumes that a
description of the intended system state (or goal) 1is
availahle. The mismatch is assumed not fto bs  random, hence
to have an identifiable cause. Finding the cause amounts to
accounting for the observed wvariance in  the system's
performance. If faults din the technotegical parts of the
system cannot be found, the solutionh 3¢ generally to assign
1he variance (or residual variance) te the  Thuman
‘component', hence to use 'Human Error' as an explanation.

The detection of thig mismatch 15 thus the
obhservational basis for inferring the existence of a4 'Human
Error', It should be noted that if there is no ohserved
mismatch, there will he no reason to Leok for a cause,
Variations in performance do not necessarily Lead +to
undesired outcomes, hence mismaltches, They may , for
instance, be detected and corrected by the system at an
early stage or the environment can be sufficiently friendly
and forgiving. There will conseauentlty be cases of
performance variabilifty that remain  unpnoticed. From the
point of view of a theory of 'Human Error' they are,
however, just as impoertant as the cases where a mismateh s
obgserved, and should therefore be asccounted for hy it.

The «crucial point thus iz a4 mismatch between intended
and actual outcomez of acdtione Tf the functioha!l analysics is
carried one step further, it witl show that the cause of the
miemateh can be located either in the selection of the goal
for the action (the formation of the intention) or in the
execution of the actions designed to achieve that goal. One
may even distinguish between a lLarger number of categories
by using one of the models of human decicion making, or a
thecry of human performance. But this actually reduces the
need for a specific theory of ‘'Human Error', since the
ohserved discrepancies instead can be explained by referring
to, for dinstance, a performance theory. That may furthermore
have the virtue of focusing on the situatrion and context in
which the MMS must function, and the interaction between its
inherent characteristics and the environmental constraints.

Consequently, I do not think that there can be a
specific theory of 'Human Error', nor that there i35 any need
for 1t. This is not because each error, as a 'something'
requiring an explanation, is unique, but precisely because
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it is not, i.e. because it is one outr of several possible
causecs. Instead we should develop a theory of human action,
ingcluding a theory of decision making, which may be used as
a basis for explaining any observed mismatch. A thecr

action must include an account of performance variabilit
and by that alzso the casce of where 'Human Error' is invoke

A% A Ccause.

Observed mismatches in performance are always caused,
in the sense that they can be analysed until the necessary
and sufficient conditions for their occurrence have been
established. In some cases they may be classified as random,
but thatl just means that the natural performance variability

ig sufficient to account for the mismatch, henece that no
definite 'other' cause has been identified.

Sinece  errers  are nol Intentional, and since we do not
need a particutar theory of errors, it i¢ meaningless 1o
tatk about 'mechanisms' that produce errors. Instead, uwe
must be concerned with the 'mechanisms' that are behind
normal action. If Wwo are going to wuse Ythe fterm
‘peychological mechanisme' at atLl, we shoultd refer to
"faults in the functioning of psychological mechanisms'
rather than 'error producing mechanisms'. We must not forget
that in a theory of action, the very same 'mechanisms' must
also account foar the correct performance which i1e¢ the rule
rather than the exception. Inventing separate 'mechanisms'
for every single kind of 'Human Error' may be great fun, but
is not very sensible from 3 scientific point of view.

Even though we do not have a 'Theory of Error', it
makes sense  to distinguish hetween endogeneous and
exogeneous causes  for the performance mismatch. There are
certainly cases where the mismateh can  be attributed to
external causes, such as a bad interface design, lack of
aperational support, misleading messages, ete. Similarly,
there .are casee where the causes arce of an internal rather
than external nature, I do, however, beliecve that in mest
cascs  the cause 18 best deseribed as a mixture. Stress, for
instance, 15 aoften caused by {zitualionally) wunreaszsonahble
demands to  the operater. And deficiencices in the design of
the interface may often be compensated by the adaptability
of the operator (cf. Taylor & Garvey, 19259). Replacing a
'"Theory of Error' with a theory of human action increazes
rather than reduces the dimportance of both internal and
external causes, and emphasizes the need to carry the
analysis as far as possible,.

To conclude, a theory of error must be a theopy of the
interaction between human performance variability and the
situatiopal constraints.
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The taxonomy of the terms will obviously follow from
the theory. AlLternatively 1t may be considered a part of 1t.
Since the theopy ig about human action rather than 'Human
Erraor', the taxonomy should be concerned with the situations
where mismatches c¢an be observed, rather than with ilhe
inferred 'Human Errorst.

There are  several obvious dimcnsions for =zuch a
taconomy. One already mentioned 15 whether the mismateh can
be attributed +to external or internal facgtors. In terms of
the parts of anm MMS, the question 1is whether the causes
cshould be sought in the machine alone, in the operataor
atone, or in the interaction between the two., If the cause
i« assumed to Llie with the operator, we have already seen
how the amalysis ocan be further refined wsing a decision
making model.

Another possible dimensicn is whether the mizsmatoh 1=
detected by the operator, by the machine, or by an external
agent (e.g. @ Technical Support Center or a supervicor), In
the first case one can further ask whether the operator
tried to c¢orrect the mismatch, and how that influenced his
activities,

ODther dimensions can ecasily be found, and several
completed taxonomies are availtable. One good example 15 the
CSNI  taxonomy (cf. Rasmussen et al., 1981), which is an
attempt to characterize the situation where a mismatch
eccurs, rather than the ‘'Human Errors'. In this taxonomy
"Human Error' 1is simply one of the many pessible causes for
a reported incidernt. Cther fawonomiges can rather casily be
suggested once a proper theoretical background has been
establiched., The choice of a taxonomy must depend on the
purpose of the description, e.g. whether one wants to reduce
the frequency of reported dncidents, or improve the
understanding of human decisien making.

Before the key terms are defined, it is important to
make sure that they are properly selected, One can, of
course, make a potpourri of terms that are normally used to
characterize situations where humans make mistakes or
errorg, and then define them, e.g by using a recognized
dictionary. But if the definitions are to serve a purpose,
it is cssential that they have a common basis, for instance
a theory. By the same rationale it alse 1s essential that
the terms have a common basis.
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To repeat what has been said above, T helieve uwe should
attempt to come forward with a theory for Human Action
rather than 'MHuman Error', and that this shoutd be used for
gselecting and defining the key terms, Such a theory s not
yet available, but I will nevertheless attempt to give 3
definition of some of the terms the organizers have Llisted,
using intentional action as a basis

Error: Undefined., Thie term shoultd be substituted

by ‘serion® wr ! getvviby!

Mistake: Insorrgst selection of goal state;
incorrect goal decision,

Fault;: ITncorrect seltection of action to reach a

goal, or incorrect execution of that action.

SLlipz Unintentional subhstitution of a correct
performance zegment (action) with an incorrect one.
Accident: External disturbance of intended
performanc

Cause: Accepted explanation for some performance

characteristic, normally a performance mismatch.

Reason: Subjective explanation of goal state or

intention.

Origin: Undefined. I am net sure why thig g
incltuded in the tiat.

Responsik

1hilitys Attribution of cause for the
mismateh to a

specific part of the MMS.
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Assuming that we try to establish a theory of human
aptien rather tharn "Human Errar', the predictions muest be
abhout actions. They mugt e 1 Bieal by g apaut the
variabkility of human action tholt Leasd to mizmatohes, We gan,
of caourse, make a count of the in wees wherfe an aperator
makss A mistake, T.e. where the cause aof the wmismatch is
attributed to a 'Human Ercor'. But t1hat! dees net mean that
it is sensible to attempt to assess the reliability of the
operator, even if we refrain from considering the operator
in mechanistic ferms. Making such a count furthermore
assumes that a meaningful measurement has been defined.

It is obvious for anyone who tas worked with the
reliabitity aspect of the human operator, that the
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occurrence and frequency of 'Human Errers’ depends more on
the interaction with the environment thanm on any stable
inherent charagteristic of the poeratar. el
guantitative measures, sSuch as error rates,; will therefare
be inadequate and even misleading. Instead we nead detaited
and consistent desuriptions of e conditions whero
mismatches BB . T hirge gualitative desgriptions nay
eventually be used as a basic for more straightforward

measurements.,

With regard to the =specific questiens relating to
prediction, it will at our present state of knowledge only
be the frequency of mismatches and typilecal cauvses that can
be predictad. We knowu from axperimental peycholody,
particularly the studies of attention and performance, that
there are important regularities, as diurnal variatiaons,
situational dependencies, etc. Even though most of these
data come from simpiified lLaboratory situations, there is no
reason to assume that they cannot be appltied to realicstic
work situations. This has been confirmed, for iImstance, by
studies of shift-work. Tt 1s  atsoe highly plauszible that
there are significant individual differences in  'Errar
Fronenegs "«

p
e

To summarize, making predictions requires an adeguate
definition of what the predictionz are aboutl. Unless
frequencies and probabilities are sufficiont, one must have
A4 theory, or at Least a3 set of gooed hypaotheses, ipn order to
make the predictions. It ds furthermore iogical 1hat
predictions cannot be ahout causes, whless wWe a3ssume A
strictly deterministic world. Consequentty, the predictions
must he about ocutcomes, i.e. observed mismatches, and
possibly the actions Lleading 1o them. In the sense thatl
"Human Erroers' are causes, uwe c¢an  therefore nol  make
predictions of human errors.
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from a practical point of view the most Jmportant
gquestions is how miszmatches can be prevented. 0One clun  to
this 18 found in the cases where mismatches do nat cccur,
either bercause they are detected and corrected by the
operator, or beécause the scysten s sufficiently forgiving.
It would be reasonabls to look further inte thege
possibilities for preventing mismatches, hence reducing
'Human Error'.

There are probably very many ways in which an MMS can
be designed to facilitate the detection and correction of
errors. A gdood working theory of human action will be
invaluable in this respect, sinee it will make 7t possible

~4
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to indicate more precisely when and how interventions to
change the course of action can be made. It 15 probably
better te design for general detection and correction rather
than for specific prevention. The experience from all types
of process control clearly shows that Murphy's lLaw cannot bhe
beaten.

However, even if the best of systems has been designed,
there will remain a basic variability in  human performance
that will tead to mismatches when the circumstances are
right (or wWwrong, rather). If the operator was turned into an
automaton (or éven replaced by oune), we might produce an
error-free system, provided the degrees of complexity wasz
sufficiently Llow. But that 1is precisely the crux of the
matter. The mismatches may oceur noet just beause of mistakes
made by the operator during operation, but also because of
mistakes made by the designer during eartier phases., These
mistakes would not he contained unless a theory of human
action was applied to Literally every aspect of the system.

7. SPECULATION

The questions raised in this group are very mixed. Most
of them seem to refer to  fundamental problems of  human
beings, such as the evolution of Learning and knowledge. 1
will save them for the, hopefully, warm nights at Bellagio.
Some of them mzy have been angwered 1indirecttiy by the
considerations given in the preceding. From a cybernetic
point of view there is definitely a virtue in error, seen as
mismatches. It is only by beceowing aware of, or bzing
informed about, our failures to achieve the goals, including
making clear what the goals are, that we can improve our
performance. That certainly also idncludes the position I
have exposed in this paper.
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